Systematic study of the $\alpha$-optical potential via elastic scattering near the $Z = 50$ region for $p$-process nuclei
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Production of proton-rich nuclei beyond iron in stars proceeds via the $p$ process, i.e., a sequence of photodisintegration reactions, $(\gamma,n)$, $(\gamma,p)$, and $(\gamma,\alpha)$ on heavy nuclei at temperatures of $2–3 \times 10^9$ K. The involved reaction rates are typically calculated with the statistical Hauser-Feshbach (HF) model. However, the HF model performs poorly in calculating the critical $(\gamma,\alpha)$ rates due to the uncertainty of the alpha optical potentials applied. To test the reliability of the HF calculations and provide a systematic understanding of the $\alpha$ optical potential at energies of astrophysical interest, a series of precision $\alpha$ scattering measurements were carried out at the Notre Dame FN Tandem Accelerator. Specifically, $^{106}$Cd, $^{118}$Sn, and $^{120}$Te were studied at energies both below and above the Coulomb barrier. A new parametrization of the $\alpha$ optical potential was derived of the elastic scattering cross section data. The derived potential was applied for calculating the $\alpha$-induced reaction cross sections on these nuclei using the HF approach. The results were compared to the corresponding experimental values obtained from previous activation measurements on Cd, Sn, and Te isotopes.
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1. INTRODUCTION

The majority of the heavy elements beyond iron are produced via neutron capture processes in stars, the so-called $s$ and $r$ processes. However the 35 stable nuclei on the proton-rich side of the valley of stability, known as the $p$ nuclei, are shielded from these processes and have to be synthesized via the so-called $p$ process [1]. These $p$ nuclei in the mass range from $^{74}$Se to $^{106}$Hg are produced as the $p$ process proceeds via a sequence of photodisintegration reactions: $(\gamma,n)$, $(\gamma,p)$, and $(\gamma,\alpha)$ starting on the heavy seed nuclei produced in previous nucleosynthesis from neutron-capture processes. The required high temperature ($2–3 \times 10^9$ K) and high photon-flux conditions can exist in astrophysical sites like supernova explosions [2–5]. Complete network calculations for the $p$ nuclei abundances involve more than 20,000 nuclear reactions of almost 2000 nuclei. These reaction rates are typically calculated with the statistical Hauser Feshbach (HF) model [6]. In particular, the $(\gamma,\alpha)$ rates are critical for the production of heavy $p$ nuclei and the branchings of the $p$ process path [7]. However, the HF model performs poorly in calculating these rates due to the uncertainty of the model parameters applied. To improve the reliability of the HF reaction rates, experimental verifications and constraints on these model parameters are needed.

Direct measurements of the $(\gamma,\alpha)$ rates are scarce due to the difficulty of $\gamma$ beam experiments [8]. On the other hand, a direct measurement alone can not provide the rate as only the ground state of the target is involved. Contributions from the excited states thermally populated in hot stellar environments have to be calculated. Contrarily and complementarily, the inverse $(\alpha,\gamma)$ reactions have often been studied via activation technique. In recent years, a number of $\alpha$-beam activation measurements have been conducted for targets relevant to $p$ process [9–17]. Cross sections of the corresponding $(\alpha,x)$ reactions were measured at or close to the astrophysically relevant energy.
Calculations using the HF approach have been compared to the measured $(\alpha,\gamma)$ cross sections. Generally large discrepancies, within a factor of 10, were observed between the data and model predictions. In particular, the widely used NON-SMOKER calculations [18] tend to overpredict the $(\alpha,\gamma)$ cross sections especially at lower energies [12,13]. One of the possible causes is the uncertainty of the $\alpha$-optical potential used in the HF calculations. Different global or regional $\alpha$-optical potential models can change the predictions by almost an order of magnitude [13]. These $\alpha$ potential models were often parametrized by fitting the differential cross sections of elastic scattering at relatively high energies. In order to determine better local $\alpha$-optical potentials for calculating the $(\alpha,\gamma)$ cross sections, $\alpha$-elastic scattering experiments have been performed at lower and more relevant energies on $p$-process-related targets [19–24].

The variation of the $\alpha$-elastic scattering cross sections along an isotopic chain was studied by Galaviz et al. with $^{112,115}$Sn targets [21]. More recently, such variations along the Cd isotopic and $N = 62$ isotonic chains were investigated by Kiss et al. [24] by combining their new data on $^{110,116}$Cd with previous data on $^{106}$Cd and $^{112}$Sn. These studies are important for understanding the evolution of the $\alpha$ optical potential along the isotopic and isotonic chains, which can be used for the HF calculations on exotic nuclei where experiments are not feasible in the foreseeable future.

However, the previous elastic scattering studies are still limited in the isotopic and energy ranges. Only two or at most three isotopes were measured along a chain. Detailed differential cross sections were measured at beam energies below 20 MeV where ambiguities of the potential parameters are difficult to solve. For the purpose of parametrizing the $\alpha$-optical potential for the HF calculations, systematic studies of the extended energy and isotopic dependence of the $\alpha$-optical potential parametrization are still lacking.

To test the reliability of the HF calculations and provide a systematic understanding of the $\alpha$-optical potential at energies of astrophysical interest, a series of precision $\alpha$ scattering measurements were carried out at the University of Notre Dame. Specifically, $^{106}$Cd, $^{118}$Sn, and $^{120,124,126,128,130}$Te were studied at energies both below and above the Coulomb barrier: 17, 19, 22, 24.5, and 27 MeV. The extended energy range helps probe the energy dependence of the potential parameters and guide the extrapolation down to the astrophysical energy range. The systematic study of almost all stable Te isotopes helps determine the isotopic dependence of the potential and therefore extend the application to the unstable $p$-rich nuclei away from the stability valley. Additional measurements with $^{106}$Cd and $^{118}$Sn provide a test on the charge dependence. A new parametrization of the $\alpha$-optical potential derived from the elastic scattering data was used for calculating the cross sections of $\alpha$-induced reactions. Previous activation measurements on Te, Cd, and Sn isotopes are reviewed and compared to the calculations using the new parametrization.

II. EXPERIMENTAL DETAILS

A $^4$He beam from 17 MeV up to 27 MeV was produced at the Notre Dame FN Tandem Accelerator and bombarded on Cd, Sn, and Te targets. An array of 32 silicon photodiode detectors were constructed to measure the angular distribution of scattered alpha particles. The array was mounted inside a scattering chamber of 1.6 m in diameter [25] as shown in Figs. 1 and 2. Two of the detectors were fixed at a distance of 65.30 cm from the target and placed at 15° on either side to monitor the beam and the target. Thirty of them were mounted on a rotatable table with angular position reproducible to an accuracy of 0.01°. The detectors on the table were 2.5° in angular separation covering a total angular range of 72.5°. As illustrated in Fig. 1, the table was rotated during the experiments to three positions for three different angular coverages: 22.5°–95° for position F1, 32.5°–105° for position F2, and 95°–167.5° for position B. The detectors were placed at a distance of 64.26 cm from the target with a small collimator in front of each. This resulted in a solid angle coverage of about $8.7 \times 10^{-3}$ sr for each detector.

For high precision scattering cross section measurements, two different approaches were used to precisely determine the solid angle coverage of each detector. In the off-line approach, the solid angle of each detector was measured separately prior
TABLE I. Properties of the targets used in the experiment.

<table>
<thead>
<tr>
<th>target</th>
<th>enrichment</th>
<th>thickness [μg/cm²]</th>
</tr>
</thead>
<tbody>
<tr>
<td>¹²⁰TeO₂</td>
<td>99.4%</td>
<td>130–210</td>
</tr>
<tr>
<td>¹²⁰TeO₂</td>
<td>99.5%</td>
<td>190–230</td>
</tr>
<tr>
<td>¹²⁸Te</td>
<td>99.0%</td>
<td>140</td>
</tr>
<tr>
<td>¹²⁰TeO₂</td>
<td>98.8%</td>
<td>180–210</td>
</tr>
<tr>
<td>¹²⁴Te</td>
<td>99.8%</td>
<td>120–160</td>
</tr>
<tr>
<td>¹¹⁸SnO₂</td>
<td>97.0%</td>
<td>250–280</td>
</tr>
<tr>
<td>¹⁰⁶Cd</td>
<td>86.4%</td>
<td>300</td>
</tr>
</tbody>
</table>

to the experiment using a calibrated α source at a fixed position. After the beam runs, the same α source was placed at the target position to simultaneously measure the solid angles of all the detectors in the same positions as they were during the beam time. The two independent approaches showed consistent results for the solid angles. The measured solid angles were applied for calculating the cross sections in order to accurately compensate for the variations (up to 2%) in collimator diameter from machining error. The uncertainty from the detector solid angles was determined to be 1% after the corrections.

To obtain high precision isotopic cross sections, highly enriched isotopes were used for making thin targets (listed in Table I). The impurities of the targets have negligible effect on the measured cross sections as discussed in the next section. Self-supported tellurium foils are difficult to make and easy to destroy when exposed to particle beams due to the low melting point of tellurium metal [26]. All of the tellurium targets were evaporated onto 20 μg/cm² thick carbon foils at Argonne National Laboratory [27] and the Sn targets were prepared similarly at Notre Dame. The Cd targets were obtained commercially from Micromatter [28]. For the metallic targets, alpha beam currents up to 120 enA were employed. The oxide targets showed a higher stability in beam with no sign of degradation for twice as much beam intensity. As shown in the next section, the oxygen content in the target and carbon backings did not adversely interfere with the measurement.

III. DATA ANALYSIS

Figure 3 shows the energy spectra of scattered alpha particles on ¹²⁰Te target at angles of 25° and 165° and energies of 17 and 27 MeV, respectively. The rightmost peaks labeled as “g.s.” in the plots are from the elastic scattering. The peaks from inelastic scattering of ¹²⁰Te at the 560 keV and 1103 keV levels are also shown as well as the ones from carbon and oxygen isotopes. The elastic peaks of the heavy elements are well separated from the inelastic ones and others from light elements like C and O in the target. The continuum background observed in more forward angles (bottom panels) comes from the multiscattering events. However, its effect is negligible as it is more than three orders of magnitude lower than the elastic peaks of interest.

To avoid the difficulty of measuring directly the target thickness and the beam current to high precision we normalized the measured cross sections to Rutherford. The Rutherford cross section at small forward angles is a very good approximation for elastic scattering. The two monitor detectors at 15° therefore provided the in-beam normalization for obtaining the differential elastic cross sections from the other detectors [19–24]. The differential elastic cross sections for Te, Sn, and Cd targets are normalized as ratios to the Rutherford cross sections as shown in Figs. 4–10 where the error bars represent the combined statistical and systematic errors discussed above. The effect of the target impurities can be estimated from the difference between the cross sections of neighboring Te isotopes, which is about <5% in forward angles and <20% in
backward angles. A typical 1% impurity in Te targets can cause an error of much less 1% in measurement of cross sections. Therefore, the uncertainty of the cross sections for Te and Sn targets at forward angles is dominated by ∼1% systematic error while, at backward angles, by statistical error of about 4–8%. For the worst case of 106Cd (86.4% enrichment), previous measurements on more enriched Cd targets (96.5% enrichment) in limited energy range of 16.1–19.6 MeV [22,24] as shown in Fig. 11 were compared and the impurities of our targets were estimated to cause an error of <2% on cross sections in forward angles and <10% in backward angles.

\[ \frac{d\sigma}{d\Omega} \] (d\sigma/d\Omega)_{\text{ruth}}

\[ \theta_{\text{c.m.}} \] (degree)

\[ 124\text{Te}(\alpha,\alpha) \]

\[ 126\text{Te}(\alpha,\alpha) \]

\[ 128\text{Te}(\alpha,\alpha) \]

\[ 130\text{Te}(\alpha,\alpha) \]

\[ 17 \text{ MeV} \]

\[ 19 \text{ MeV} \]

\[ 22 \text{ MeV} \]

\[ 24.5 \text{ MeV} \]

\[ 27 \text{ MeV} \]

\[ 10^{-3} \]

\[ 10^{-2} \]

\[ 10^{-1} \]

\[ 10^{0} \]

\[ 10^{1} \]

\[ 10^{2} \]

\[ 10^{3} \]

\[ 180 \]

\[ 160 \]

\[ 140 \]

\[ 120 \]

\[ 100 \]

\[ 80 \]

\[ 60 \]

\[ 40 \]

\[ 20 \]

\[ 0 \]
differential cross sections from this work are compared to the calculations of the four widely used global or regional models by McFadden and Satchler [29], Avrigeanu et al. [30], Fröhlich and Rauscher [31–33], and Demetriou et al. (Potential I) [34], respectively. Significant discrepancies between the data and the models are observed. In particular, the model of Avrigeanu et al. dramatically over-predicts the diffraction oscillations. The model of Demetriou et al. (Potential I) has better overall agreement with the data, but it under-predicts the oscillations. The other two models systematically over predict the cross sections at large angles. Such discrepancies have been observed for all the other target and energy combinations investigated in this study.

To further test the isotopic dependence, the ratio of the normalized cross section of $^{130}$Te to that of $^{120}$Te at 27 MeV is plotted in Fig. 13 in a similar way to the previous work [21,24]. The experimental data are compared to the predictions from the four global or regional models as well. None of the models can reproduce the data well. In particular, the systematic overprediction of the ratio in the model of Demetriou et al. (Potential I) results from its much worse prediction of the cross sections on $^{130}$Te than that on $^{120}$Te. In the next section, a new parametrization is developed from the new data set in order to more reliably calculate the corresponding $(\alpha,x)$ rates.

FIG. 9. (Color online) Normalized $\alpha$ elastic scattering cross sections on $^{118}$Sn target. The solid lines are the calculations using the new $\alpha$ potential parametrization described in Sec. IV B.

FIG. 10. (Color online) Normalized $\alpha$ elastic scattering cross sections on $^{106}$Cd target. The solid lines are the calculations using the new $\alpha$ potential parametrization described in Sec. IV B.

FIG. 11. (Color online) Normalized $\alpha$ elastic scattering cross sections on $^{106}$Cd target from previous ATOMKI data [22,24]. The solid lines are the calculations using the new $\alpha$ potential parametrization described in Sec. IV B.

FIG. 12. (Color online) Normalized $\alpha$ elastic scattering cross sections on $^{120}$Te target at 27 MeV are compared to the predictions from various global or regional optical potential models. See text for details.
B. New parametrization

In light of the failure of the global models in describing the elastic data, there has been great effort in recent years for developing local $\alpha$ optical potentials for specific nuclei [19–24]. However, these local potentials are limited in both energy and isotopic ranges and therefore difficult to parametrize. In this section, we introduce a new parametrization with both mass and energy dependences for the $\alpha$ optical potential from our new elastic data in order to apply it to the HF calculations in the next section. Note that the new parametrization has features similar to the global potentials of Demetriou et al. [34] which also aimed at the $p$-process.

For a spherical nucleus, the $\alpha$-optical potential, as the spin-orbit interaction vanishes, can be written as

$$V(r) = V_c(r) + V_n(r) + i(V_c(r) + V_s(r)),$$

where the Coulomb potential $V_c$ is obtained assuming a uniform charge distribution with a radius $R_c$ and the imaginary terms of the nuclear potential $V_n$ and $V_s$ for volume and surface contributions, respectively, are chosen in Woods-Saxon form,

$$V_c(r) = W_c \left/ \left(1 + \exp \left(\frac{r - R_c}{a_c}\right)\right)\right.,$$  

$$V_n(r) = W_n \exp \left(\frac{r - R_n}{a_n}\right) \left/ \left(1 + \exp \left(\frac{r - R_n}{a_n}\right)\right)\right.,$$

The real term of the nuclear potential $V_n$ is parametrized from the double folding potential,

$$V_n(r) = \lambda V_f(r/\omega),$$

where the folding potential is calculated using the effective $NN$ interaction of the density dependent M3Y form [35,36] with the energy dependence of the parameters being adopted from Ref. [37].

To calculate the double folding potential, the sum-of-Gaussians parametrization is used for the charge density distribution of $\alpha$ particles [38]. The charge density distributions of the target nuclei are approximated by the two-parameter Fermi distribution, $1/(1 + \exp(4 \ln(3 - r/c)/t))$ where the parameters are taken or extrapolated from experimental values [38–40]. The radius $R_c$ for the Coulomb potential is obtained using $R_c = \sqrt[5]{5/3} R_{rms}$ where the rms radius $R_{rms}$ is calculated from the corresponding target density distribution. Table II shows the parameters used in the calculations.

The elastic scattering cross sections were calculated from the above optical potentials using the code AO [41,42], MINUIT [43], a numerical minimization package from CERN, was adapted in the code for the fitting and optimization of the parameters. To best fit all the data in this work, the following parametrization regarding the energy and mass dependences of the parameters in Eqs. (2) and (3) was introduced:

$$W_v = (v_1 + 0.0267536 A) E_\alpha + (v_2 - 0.000858191 A) E_\alpha^2,$$

$$R_v = 1.690 A^{1/3},$$

$$a_v = 1.58109 - 0.23479 A^{1/3},$$

$$W_s = \frac{290.0}{1 + \exp(0.01 - A - E_\alpha)},$$

$$R_s = 1.270 A^{1/3},$$

$$a_s = a_0 + 0.0570676 A^{1/3},$$

$$\lambda = 1.98888 - 0.00678209 A + 0.0052 E_\alpha,$$

$$\omega = \omega_0 + 0.171254 A^{1/3} + 0.000836 E_\alpha,$$

where the units are in fm and MeV and the parameters $v_1$, $v_2$, $s_0$, $a_0$, and $\omega_0$ are constants, listed in Table III, for Te, Sn, and Cd isotopes studied in this work. The energy dependence was derived from all the data sets on Te, Sn, and Cd while

| Table II. Charge density parameters and radii used in the optical potential calculations. |
| --- | --- | --- |
| target | $c$ [fm] | $t$ [fm] | $R_c$ [fm] |
| $^{120}$Te | 5.47106 | 2.4289 | 6.08012$^a$ |
| $^{124}$Te | 5.53197 | 2.340 | 6.09364$^b$ |
| $^{126}$Te | 5.56385 | 2.295 | 6.10225$^b$ |
| $^{128}$Te | 5.59334 | 2.253 | 6.11054$^b$ |
| $^{129}$Te | 5.62203 | 2.209 | 6.11771$^b$ |
| $^{110}$Sn | 5.442 | 2.386 | 6.03369$^c$ |
| $^{116}$Cd | 5.2875 | 2.30 | 5.85373$^d$ |

$^a$extrapolated from Ref. [39] assuming a linear dependence on $A^{1/3}$.

$^b$From Ref. [39].

$^c$From Ref. [38].

$^d$From Ref. [40].

| Table III. The parameters used in the new parametrization from Eq. (4) for different targets of Te, Sn, and Cd. |
| --- | --- | --- | --- | --- |
| target | $v_1$ | $v_2$ | $s_0$ | $a_0$ | $\omega_0$ |
| Te | −3.67306 | 0.110442 | 29.4 | −0.104193 | 0.137581 |
| Sn | −3.44339 | 0.102558 | 28.1 | −0.094099 | 0.141724 |
| Cd | −3.00841 | 0.0878395 | 25.9 | −0.066380 | 0.166275 |
The energy decreases to zero. Note that the order of the numbers provided in Tables II and III and Eq. (4) contain many digits in order to accurately reproduce the potentials used in this work.

The mass dependence was determined from the data on the Te isotopic chain. The same mass dependence was assumed for the Sn and Cd targets. So the parameters listed in Table III reflect the remaining dependence on the atomic number. A charge dependence was not formulated as the atomic number range of our targets (Z = 48–52) is very limited. Note that the order of the imaginary integral curves at \( E_\alpha > 17 \text{ MeV} \) is the same as that for the real potential but reversed at \( E_\alpha < 17 \text{ MeV} \). The triangle symbols represent the energy points measured in this work.

Figure 14 illustrates the energy dependence of the real nuclear potential parameters \( \lambda \) and \( \omega \) for all the targets. As seen in the plot, \( \omega \) values are very close to 1 within about 2% and \( \lambda \) values vary between 1.2 and 1.4, which are in agreement with previous studies on local optical potentials [19–24]. To demonstrate the energy dependence of the new parametrization and compare it with previous studies, we use the volume integrals of the nuclear potential per interacting nucleon pair \( J_R \) for the real part and \( J_I \) for the imaginary part, which are defined as follows:

\[
J_R = \frac{1}{A_p A_t} \int V_n(r) d^3r, \tag{5}
\]

\[
J_I = \frac{1}{A_p A_t} \int (V_s(r) + V_v(r)) d^3r, \tag{6}
\]

where \( A_p \) and \( A_t \) are the mass numbers for projectile and target, respectively. The volume integral of the real nuclear potential increases slightly as \( \alpha \)-beam energy increases as shown in the top panel of Fig. 15 for all the Te targets. A similar trend in this energy range has also been observed in previous studies [19,20,44]. The behavior of the volume integral of the imaginary potential is shown in the bottom panel of Fig. 15. It stays relatively flat at energies well above the Coulomb barrier, then drops quickly when the energy falls just below the Coulomb barrier, and gradually vanishes when the energy decreases to zero. Note that the order of the volume integral curves is reversed when it crosses over the turning point at \( E_\alpha = 17 \text{ MeV} \). Similar energy dependence of the imaginary integral is also seen in previous studies [19,20,44]. However, the details of the low energy tail depend on the specific treatment of the parametrization. In our case, we applied a Fermi-type function for the surface parameter \( W_s \) in Eq. (4). Consequently, the surface term dominates the imaginary volume integral (about 60–70%) at \( E_\alpha > 17 \text{ MeV} \) but drops quickly to zero when \( E_\alpha \) is well below 17 MeV. Therefore, the low energy tail of the imaginary volume integral comes mostly from the slowly varying volume term.

Using the new parametrization proposed above, elastic scattering cross sections were calculated and compared to the experimental data as shown in Figs. 4–10. The new parametrization of the optical potential reproduced the data very well with a \( \chi^2 \) per degree of freedom \( \chi^2/F \) about 2 or less in most cases and \( \chi^2/F = 4.2 \) in the worst case for \(^{106}\text{Cd}\). This is much better than the global or regional models as demonstrated in Fig. 12. Previous data on \(^{106}\text{Cd}\) [22,24] were also compared to the new parametrization predictions as shown in Fig. 11. The slight differences at backward angles may stem from the impurities of the Notre Dame \(^{106}\text{Cd}\) targets which the new parametrization for \(^{106}\text{Cd}\) is based upon. The ratio of the normalized cross section on \(^{130}\text{Te}\) to that on \(^{120}\text{Te}\) at 27 MeV was calculated with the new parametrization and shown in Fig. 13. It also reproduced the data very well, clearly better than the other models. The new parametrization was used for calculating the cross sections of the \((\alpha,x)\) reactions in the next section.
V. HF CALCULATIONS FOR $(\alpha,x)$ REACTIONS

The cross sections of the $\alpha$-induced reactions were calculated with the HF computer code CIGAR [45]. CIGAR represents a modified version of the classical code SMOKER [46] with substantial optimization in terms of the description of the energy dependence of the level density [47] as well as an improved treatment of the Coulomb wave functions [45]. The code was adapted to accommodate various potential parametrizations for easy comparison. In particular, the new parametrization described in the previous section was adopted for the $\alpha$-optical potential. The widely used global model of McFadden and Satchler [29] and the global potential of Demetriou et al. (Potential I) [34] were also used for comparison. The $\gamma$-transmission coefficient was calculated using the approach described in Ref. [48]. The nucleon ($n$ or $p$) potential was taken from the global parametrization in Ref. [49]. The level density was calculated using the backshifted Fermi gas formalism with the astrophysics-oriented parametrization from Ref. [50].

To compare the calculations with data, activation experiments done in the past were reviewed. In particular, we considered the measurements of $(\alpha,x)$ cross sections on Te, Sn, and Cd isotopes: $^{120}$Te($\alpha,n$) measured at ND [51], $^{106}$Cd($\alpha,\gamma/p/n$) measured at ND and ATOMKI [12], $^{112}$Sn($\alpha,\gamma/p$) measured at ND [13], $^{118}$Sn($\alpha,n$) measured in Romania [14]. In the last one, a measurement of $^{117}$Sn($\alpha,\gamma$) cross sections was claimed and we shall demonstrate later that it came most likely from the $^{118}$Sn($\alpha,n$) reaction due to the impurity of the targets.

Figures 16–18 show the cross sections and $S$ factors of the $\alpha$-induced reactions on $^{106}$Cd. The data were taken from Ref. [12] and compared with the calculations using the new parametrization proposed in Sec. IVB (solid lines), that of McFadden and Satchler [29] (dashed lines), and Potential I of Demetriou et al. [34] (dotted lines) for the $\alpha$-optical potential. As shown in the plots, the agreement between data and calculations for the $(\alpha,n/p)$ cross sections is generally good to within a factor of two. The small deviations probably come from uncertainties associated with the global nucleon potential model or level density. However,
the calculations are systematically higher than the data for the \((\alpha,\gamma)\) reaction cross sections even though the calculation with the new \(\alpha\)-potential parametrization shows improved agreement. The discrepancies diminish toward higher energies while becoming significantly larger at lower energies. Such an effect seems to be related to the radiative capture channel only. However, note that the \((\alpha,\gamma)\) reaction data extend to a much lower energy range than the \((\alpha,n/p)\) reactions due to the \(Q\)-value differences. It may be the reason why the effect is not seen in the \(n/p\) channels. Therefore it is still possible that an unexpected low energy effect was not properly formulated in the parametrization of the \(\alpha\)-optical potential.

The cross sections and \(S\) factors of \(^{120}\text{Te(}\alpha,n)\) reaction are shown in Fig. 19. The data are taken from recent experimental work at Notre Dame [51] and the calculations are also shown for the new parametrization (solid line) and that of McFadden and Satchler [29] (dashed line) for the \(\alpha\)-optical potential, respectively. The calculations agree with the data to within 40%. The difference is probably again due to the uncertainty of the global nucleon potential model.

Figures 20 and 21 show the case for \(^{112}\text{Sn(}\alpha,\gamma/p)\) reactions. The data were taken from Ref. [13]. For the \((\alpha,p)\) reaction, the calculations match the data very well. However, similar discrepancies occur for the case of \(^{112}\text{Sn(}\alpha,\gamma)\) as in the case of \(^{106}\text{Cd(}\alpha,\gamma)\). The new parametrization provided a better calculation but the systematic overprediction of the cross sections, in particular at the low energy end [lower than that for the \((\alpha,p)\) reaction], suggests again that better treatment of the \(\gamma\) strength and/or the \(\alpha\)-optical potential is needed at very low energies. Further discussion of the effect is elaborated on in the next section.

A measurement of \(^{117}\text{Sn(}\alpha,\gamma)\) cross sections was claimed in Ref. [14]. As shown in Fig. 22, the calculations (two dotted and dot-dashed curves at bottom) corresponding to this reaction were compared to the data. The large underestimate, especially at the two higher energy points, exceeding an order of magnitude, does not follow the trend of overprediction for other \((\alpha,\gamma)\) reactions discussed above. In fact we will show that the observed cross sections were most likely from the \((\alpha,n)\) reaction on \(^{118}\text{Sn}\) resulting from target impurities.

FIG. 19. (Color online) Cross sections and \(S\) factors of \(^{120}\text{Te(}\alpha,n)\). Experimental data points were from Ref. [51]. The solid line was calculated using the new parametrization for the \(\alpha\)-optical potential while the McFadden and Satchler potential [29] was used for the dashed line.

FIG. 20. (Color online) Cross sections and \(S\) factors of \(^{112}\text{Sn(}\alpha,\gamma)\). Experimental data points were taken from Ref. [13]. The solid line was calculated using the new parametrization for the \(\alpha\)-optical potential while the calculations from the McFadden and Satchler potential [29] (dashed lines) and the potential of Demetriou et al. (Potential I) [34] (dotted lines) were also shown for comparisons.

FIG. 21. (Color online) Cross sections and \(S\) factors of \(^{112}\text{Sn(}\alpha,p)\). Experimental data points were taken from Ref. [13]. The solid line was calculated using the new parametrization for the \(\alpha\)-optical potential while the McFadden and Satchler potential [29] was used for the dashed line.
According to Ref. [14], the targets consist of 90\% 117Sn and 3.81\% 118Sn. Since 118Sn(α,n) reaction produces the same final product of 121Te as 117Sn(α,γ), the claimed 117Sn(α,γ) cross sections from counting the γ decays of 121Te can then be converted to that of 118Sn(α,n) assuming that all the decays were from 118Sn(α,n) instead of 117Sn(α,γ). The converted cross sections can be read from the scale of the left vertical axis in Fig. 22. In light of the thickness of the targets (∼4.5 mg/cm²) [14], we put error bars of ±0.4 MeV on the data points to depict the range of the beam energy loss in targets. The calculations corresponding to 118Sn(α,n) (solid and dashed lines) agree much better with the converted data. The agreement would be even better if we consider that the data points should be more representative at energies corresponding to the right end of the error bars owing to the thickness of the targets.

VI. ASTROPHYSICAL IMPLICATIONS AND CONCLUSIONS

We have systematically studied the α elastic scattering on Te, Sn, and Cd isotopes. A new energy and mass dependent parametrization of the α-optical potential derived from the new experimental elastic cross sections is proposed. HF calculations with the new parametrization are compared to the existing activation data on (α,x) reactions. Reasonably good agreements on the (α,n/p) reactions were achieved considering the uncertainty of the global nucleon optical potential model used.

However, the new predictions for the (α,γ) reactions are still consistently higher than the data even though improvements are seen. The agreement is good at the high energy end but becomes progressively worse toward the low energy end. Unfortunately the cross sections at low energy are more relevant to the astrophysical rate, i.e., closer to the so-called Gamow peak. This energy-dependent systematic overestimation from the HF calculations for the (α,γ) reaction cross sections indicates that an unknown effect suppresses the cross sections at very low energies. It may be tied to the treatment of the gamma strength since no such effect is seen in other reaction channels. In particular, better estimation, for example, including pygmy resonances [52–54], may be necessary to solve the discrepancy. Detailed studies of the effect of the γ strength functions on photonuclear and radiative-capture reactions can be seen in the work of Beard et al. [54].

On the other hand, the disagreement for (α,γ) reactions occurs more dramatically at lower energies where (α,n/p) reactions cannot reach due to Q-value limitations. It may exist for all the possible reaction channels at low energies. Therefore, mistreatment of the entrance channel especially on the α-optical potential cannot be excluded. More experimental studies on (α,n/p) reactions at lower energies (<10 MeV) will help clarify the issue.

Such an overestimation for (α,γ) could also possibly be resolved by introducing a small surface term at large radius in the imaginary part of the α-optical potential for inelastic scattering as proposed by Mohr [55]. Further studies, especially regarding the inelastic channel, are clearly needed to improve the HF predictions for the (α,γ) rates.

A different parametrization may be needed for the α-optical potential to account for the low energy anomaly. To reduce the sensitivity of the parameters to energy, other double-folding models [56,57] can be studied for better treatment of the energy dependence. For simplicity, we assumed a spherical shape for the potential parametrization. Future studies should include deformation in these heavy nuclei for better description.

More systematic experimental work is in need besides the aforementioned inelastic and (α,x) reactions. In particular, our measurements were limited by the range of 48 ≤ Z ≤ 52. Future experiments with an extended Z range will help constrain the Z dependence of the α-optical potential parameters. In addition, similar studies for reactions in other mass ranges are needed in order to determine how the optical potential evolves on the nuclear chart. HF calculations for the (γ,α) rates related to the astrophysical p process will not be reliable without further investigation on this issue.
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